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Abstract

Generative Al has the potential to revolutionize drug discovery. Yet, despite recent
advances in deep learning, existing models cannot generate molecules that satisfy
all desired physicochemical properties. Herein, we describe IDOLpro, a novel
generative chemistry Al combining diffusion with multi-objective optimization
for structure-based drug design. Differentiable scoring functions guide the latent
variables of the diffusion model to explore uncharted chemical space and generate
novel ligands in silico, optimizing a plurality of physicochemical properties. We
demonstrate our platform’s effectiveness by generating ligands with optimized
binding affinities (measured by Vina score) and synthetic accessibility on two
benchmark sets. IDOLpro produces ligands with binding affinities over 10%-20%
higher than the next best state-of-the-art method on each test set, producing more
drug-like molecules with generally better synthetic accessibility scores than other
methods. We do a head-to-head comparison of IDOLpro against a classic virtual
screen of a large database of drug-like molecules. We show that IDOLpro can
generate molecules for a range of important disease-related targets with better
binding affinity and synthetic accessibility than any molecule found in the vir-
tual screen while being over 100x faster and less expensive to run. On a test
set of experimental complexes, IDOLpro is the first to produce molecules with
better binding affinities than the experimentally observed ligands. IDOLpro can
accommodate other scoring functions (e.g. ADME-Tox) to accelerate hit-finding,
hit-to-lead, and lead optimization for drug discovery.

Introduction

The central goal of structure-based drug design (SBDD) is to develop ligands with high binding
affinities for a given protein pocket [4]. SBDD is an inverse design problem where the desired
properties are known, but designing a molecule to achieve these properties is challenging. Inverse
design problems, common in materials [82} 53| [10], chemistry [54} 211166, and life sciences 34} 77}
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72, involve two main steps: sampling chemical space, and scoring compounds based on their ability
to meet the desired properties. In drug discovery, chemical space is typically sampled by evaluating
large databases of drug-like molecules, such as Z[Ri[; Enamine|b9], or GDB [52]. Despite

these databases containing hundreds of billions of molecules, they represent only a fraction of the
estimatedl0?®  10°° drug-like molecules in chemical space][49].

Recent literature has introduced several generative deep learning (DL) models to replace the vir-
tual screening of large databasdd,[48, 138, 123,57, 35. These models generate molecules with
lower average Vina docking scoré&9 compared to molecules found via virtual screening while
demonstrating greater ef ciency. In addition, they can produce molecules not found in existing
databases3f]. However, these models can produce unphysical structBr&§]| or ligands with

poor synthetic accessibilitdB]. These problems can be addressed by pairing generative models with

a feedback loop that conditions generation on measured physicochemical ind2at@% B4]. Con-

ditional generation is becoming a common practice in the drug-discovery liter&8&yrg7 13}, and

can be performed ef ciently by making use of gradient information from property predictar84.

In this work we present IDOLprol fiverseDesign of Optimal Ligands forProtein pockets), a
generative chemistry Al to produce optimized and chemically feasible ligands for a given protein
pocket by guiding a state-of-the-art diffusion model. Speci cally, we modify the latent variables of
the generative model to optimize one or more objectives of interest simultaneously. The objectives
considered evaluate properties of the generated ligands. In this report, we consider binding af nity
(measured with Vina score) and synthetic accessibility. Our framework is highly modular and can
easily incorporate alternative generators and additional scores. All metrics are written in Pgirch [
and are fully differentiable with respect to the latent variables, allowing for the use of gradient-based
optimization strategies to design optimal ligands.

Work ow

Figure 1: Visual overview. A: Random latent vectors are de ned and the reverse diffusion is run for
T ! tn. B: The rest of the reverse diffusion process is completed and a ligand is generated (with
coordinates and atomic numbers). C: The ligand is scored by evaluating the binding af nity,
synthesizability, or both. D: The ligand score is differentiated with respect to the latent zctord

z{ is de ned by taking a single optimization step.

IDOLpro optimizes ligands by iteratively adjusting the predictions of a model that directly generates
molecules into a given protein pocket. We achieve this by modifying the latent vectors of the
generative model using gradients from property predictors. Once optimal ligands are generated, their
binding poses are further re ned through structural optimization within the pocket. The structural
optimization uses the same differentiable scores for evaluating and adjusting the ligands' coordinates
with gradients from the property predictors. A visual overview of is shown in Fig. 1.
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