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Abstract

Mirroring the massive increase in the size of transformer-based models in natural
language processing, proteomics too has seen the advent of increasingly large
foundational protein language models. As model size increases, the computational
and memory footprint of fine-tuning expands out of reach of many academic labs
and small biotechs. In this work, we apply parameter-efficient fine-tuning (PEFT)
to protein language models to predict protein-protein interactions. We show that
a model trained with the PEFT method LoRA outperforms full fine-tuning while
requiring a reduced memory footprint. We also perform an analysis of which weight
matrices in the attention layers to adapt, finding that contrary to in natural language
processing, modifying the key and value matrices yields the best performance.
This work demonstrates that despite the recent increase in scale, the effective use
of protein language models for representation learning is not out of the reach of
research groups with fewer computational resources.

1 Introduction

The field of natural language processing has recently seen an explosion of growth in transformer-based
language models [[Vaswani et al., 2017]], enabling massive advances in text generation, sentiment
analysis, and other language understanding tasks [?]. Language models excel because natural
language conforms to the distributional hypothesis: that the function of a word, or token, is dependent
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on the context in which it appears. Likewise, protein sequences are order- and context- dependent,
and proteomics has thus seen a parallel rise in the use of language models, which has transformed
the modeling of protein sequence, structure, and function. Typically, when a large language model
is tailored to a specific downstream task, the parameters of the pre-trained model are updated in
a process known as fine-tuning. However, as the size of foundation models increases, fine-tuning
a model for a task of interest is increasingly computationally expensive. This has motivated the
development of parameter-efficient fine-tuning methods (PEFT), which aim to match fine-tuning
performance with only a very small percentage (< 1%) of tunable parameters.

In this work, we explore the application of PEFT to protein language models, comparing parameter
efficient tuning to full fine-tuning, as well as using the learned representations unchanged, training
only a classification head. Specifically, we look at the task of predicting protein-protein interaction
from sequence, using protein language models to generate learned representations which act as input
features. To hone in on the impact of language model featurization and fine-tuning, we eschew
more complex learning approaches and train a simple classification head. We find that with proper
featurization and training, these approaches are competitive with the current state-of-the-art for
sequence-based PPI prediction. In addition, we find that using the frozen representations alone is a
viable alternative to full- or parameter-efficient fine-tuning on the PPI prediction task—especially
when considering compute and memory efficiency.

2 Methods

2.1 Protein Language Model

We focused our efforts on ESM2, a transformer-based protein language model which is presently
considered the state-of-the-art in protein language modeling [Lin et al., [2023[]. ESM2 has several
different model sizes, ranging from eight million to 15 billion parameters. For this study, we focused
on the 650 million parameter version of ESM2 (Section [ST).

For an amino acid sequence X = xyxs3...x,, a PLM of dimension d returns a set of embeddings
E € R¥xn = €1€3...6n,€; € R¢. To standardize the size of representations for sequences of
dynamic length, a pooling step needs to be undertaken. This is most commonly done either by
averaging along the length of the sequences (e, € R? = % >-i, ;) or by selecting the first token
of the sequence, a non-amino acid token ([c1sf]) created specifically for sequence classification.
Here, we chose to take the former approach as it explicitly integrates signal across the length of
the protein. We note that while this is a commonly used approach, how to best aggregate sequence-
length representations into a fixed dimension embedding is an open problem in language modeling.
Converting this pooled embedding into a binary (Y € R?) or multi-class (Y € R'®) prediction
requires an additional classification head. Then, fixed-length embeddings were averaged before being
passed to the classification head, as in[Szymborski and Emad| [2022]]. In this study, we tested two
different classification heads. The first, applied directly to the pre-trained E without fine-tuning,
is a simple multi-layer perceptron (MLP), with the number and size of layers determined by grid
search (Section [2.3] Section[S2). The second is the ESMClassificationHead made available by
the authors in the public HuggingFace repository, which consists of two dense layers with dropout
and a tanh activation between the layers. We selected classification heads which were demonstrated
to yield strong performance in previous work in order to minimize the need for hyper-parameter
search in this space.

2.2 Parameter-Efficient Adaptation

Here, we chose to use LoRA [Hu et al., [2021]], one of the most widely-adopted parameter-efficient
fine-tuning methods. LoRA adds two low-rank matrices A and B to each adapted weight matrix.
Given weight matrix W € R?** LoRA adds new parameters A € R"** B € R¥*" r << d, k. The
normal forward pass of the layer given input z € R¥ is h = Wz, and the forward pass with the LoRA
adaptation is h = Wx + BAz. Only the weights of A, B are updated during back-propagation, while
the weights of I are frozen. B Az is scaled by the quantity <, where « is a hyper-parameter which
is held constant in the original report. While A is initialized with a random Gaussian distribution, by
initializing B = 0 the first forward pass of the model is equivalent to the pre-trained model without
adaptation. Following the recommendations of the original paper, we initially apply LoRA only to
the query and value matrices of the attention head.



2.3 Training and Implementation

All fine-tuning and PEFT models were implemented in PyTorch, using the HuggingFace implementa-
tions of ESM2 from the transformers package and LoRA from the peft package. Models were
trained on NVIDIA V100 GPUs with 32GB of memory. We used the binary cross-entropy with
logits loss to compute error, with an L2 weight decay of 0.01. Model weights were optimized via
back-propagation using the Adam optimizer and a cosine decay with restarts learning rate schedule
(initial learning rate 0.001). Models were trained with an epoch size of 16, 384, with an on-device
batch size of 4 and gradient accumulation every 16 steps, for an effective batch size of 64. Models
were trained for 40 epochs and the best model based on validation AUPR was chosen for testing.
Except for where otherwise specified, for PEFT models we used LoRA hyperparameter values of
r =8, a = 32, dropout p = 0.1, and an L2 coefficient of 0.01.

The parameters for the MLP on frozen embeddings were chosen by a grid search (implemented in
scikit-learn, Section . The best performing model had two hidden layers with sizes (64, 64) and
ReLU activations, and were optimized with the Adam optimizer for 2000 iterations with a tolerance
of 0.0001 and an adaptive learning rate initialized at 0.01.

2.4 Benchmark Data

While creating train/test splits based on filtering homologous proteins is common in machine learning
for proteomics, the binary nature of PPI prediction presents a unique challenge because data leakage
can still occur if only one protein of an interacting pair appears in both sets. If a so called “hub”
protein with many interactions appears in both the training and test set, models can learn that this
specific protein is likely to have positive interactions. Then, test set performance will be inflated even
if nothing is learned about the actual pairwise interactions. After noting pervasive biases in previous
benchmarks relating to sequence similarity and node degree, [Bernett et al.|[2023]] introduced a new
gold standard data set for benchmarking PPI. The splits introduced in this benchmark apply a more
stringent notion of sequence similarity for pairwise problems as introduced by [Park and Marcotte
[2012], splitting by C3 similarity. In addition, both the positive and negative data sets are balanced
with regard to node degree; as a consequence models cannot learn that proteins in general interact just
because they are high degree. This data set consists of 163,192/59,246/52,035 training/validation/test
edges, with an 1:1 ratio of positives to negatives.

3 Results

3.1 Reduced memory of PEFT enables deeper fine-tuning

The most common approach to fine-tuning is to unfreeze the weights of the last n transformer layers,
which we compare with using LoRA to add tunable weights of the last n layers. Table [I] shows
the maximum GPU memory used by fine-tuning (FT) or adaptation (PEFT) of different numbers
of layers. Both FT and PEFT eventually overflow available GPU memory as the number of layers
adapted increases; in the following section we show the results of fine-tuning 4 layers, and using
LoRA to adapt 5 layers to demonstrate that using parameter-efficient fine-tuning allows for deeper
adaptation. All experiments were performed on a GPU with 32GB of memory, with a batch size of 4
and maximum sequence length of 1024.

Table 1: Comparing memory usage of PEFT. Maximum memory usage in GB. OOM indicates
that the run was killed due to running out of GPU memory. Parameter-efficient fine-tuning enables
fine-tuning of deeper model layers.

Tuning _

Method # Layers =2 4 5 8
PPI Prediction

PEFT 10.7 177  21.8 OOM

FT 148 227 OOM OOM




3.2 ESM2 embeddings enable state-of-the-art PPI prediction

We present results for an MLP classifier trained on frozen embeddings, a model trained with 5 layers
of PEFT adaptation, and a model trained with 4 layers of full-parameter fine-tuning. In Table |2} we
compare to the best prior scores from Bernett et al.| [2023]—either Topsy-Turvy [Singh et al., 2022],
or SVM-PCA, a baseline constructed by Bernett et al.|[2023]] which trains a support vector machine
on PCA-reduced sequence similarity vectors. Note that for each benchmark metric, we selected
the best score across all methods evaluated, and that no single method achieved the “Best Prior”
performance across the board, so this is a significantly higher threshold than comparison to any single
method. The PEFT model achieves performance better than the best prior, and is competitive with the
frozen embeddings. While the frozen embedding method is faster if embeddings are pre-computed,
it requires substantially more disk space and memory to store those embeddings, so if memory or
disk space is limited using a PEFT model is preferable. Both result in better performance than
full-parameter fine-tuning.

Table 2: Applying PEFT to train models for protein-protein interaction. We trained multiple
variants of ESM2 to predict protein-protein interactions, and evaluate using the benchmark data sets
from Bernett et al.|[2023]]. MLP indicates a multi-layer perceptron trained on embeddings from a
frozen model, while PEFT and FT indicate parameter-efficient fine-tuning and traditional fine-tuning
of the transformer layers. Due to the reduced memory footprint of PEFT, we were able to fine-tune
an additional layer. For fine-tuning, validation performance rapidly fluctuates between extremely
high recall/near zero specificity and the reverse (Supplementary Figure[S2).

. PEFT FT
Best Prior MLP (5 Layers) (4 Layers)

# Trainable Params. - 88,769 368,897 78,873,857
Validation

Accuracy - 0.595 0.596 0.521
F1 - 0.576 0.648 0.669
MCC - - 0.201 0.092
AUPR - 0.632 0.620 0.599
Precision - 0.603 0.574 0.511
Recall - 0.552 0.742 0.968
Specificity - - 0.450 0.0733
Test

Accuracy 0.56 (Topsy-Turvy)  0.631 0.608 0.508
F1 0.61 (SVM-PCA) 0.632 0.666 0.666
MCC 0.15 (Topsy-Turvy)  0.261 0.230 0.055
AUPR - 0.684 0.600 0.577
Precision 0.65 (Topsy-Turvy)  0.630 0.580 0.504
Recall 0.77 (SVM-PCA) 0.633 0.780 0.984
Specificity 0.86 (Topsy-Turvy)  0.623 0.436 0.032

3.3 Which matrices should be adapted for protein modeling?

In their original manuscript, Hu et al.|[2021] show that for natural language models, adapting only
query and value weights (W, Wy) of the attention heads yields the best tradeoff of performance
and parameter efficiency. However, the space of natural language is not necessarily the same as that
of protein sequence, and we wanted to evaluate to what extent the choice in adapted weight matrices
affected performance. Table[3|shows that while performance is relatively robust across all values,
adapting the key and value matrices results in the best overall performance—although adapting only
the value matrix is also quite strong, and is more parameter efficient, so may be the best choice for
parameter efficient fine-tuning of protein language models if memory constraints are especially tight.



Table 3: Comparison of weight matrix adaptations. Validation AUPR and test set metrics after
applying LoRA to different combinations of weight matrices in the attention layer. Adapting only
Wi and Wy gives the best performance, although adapting only Wy, also performs well and is more
parameter efficient.

Weight Matrix /2 AUPR Acc. ~ F1 MCC Prec. Rec. Spec.
Wo 0.536 0529 0516 0430 0034 0524 0364 0.669
Wi 0.565 0.562 0.544 0433 0095 0572 0348 0.739
Wy 0612 0610 0.605 0.650 0216 0583 0.735 0474
Wo, Wi 0590 0576 0.564 0582 0.129 0559 0607 0.521
Wo, W 0619 0617 0599 0.633 0201 0583 0692 0.506
Wi, Wy 0.637 0.633 0601 0630 0205 0587 0.680 0.522

Wo, Wik, Wy 0.628 0.613 0.603 0.639 0.210 0.585 0.704 0.502

4 Related Work

Language Modeling in Biology While the first protein language models (Bepler & Berger, UniRep)
used recurrent neural networks like the bi-LSTM [Bepler and Berger, [2021} |Alley et al., 2019], recent
work has also converged around the transformer. Models like ProtBert, ProtT5, [Elnaggar et al.,
2021]], and ESM [Rives et al.,[2021] train transformers on massive sets of protein sequence data
in an unsupervised manner, learning meaningful representations which can be applied to replace
manual feature engineering, or computationally expensive evolutionary searches and construction of
multiple sequence alignments. Most recently, ESM2 [Lin et al., 2023]] represents the largest protein
language model to date, with models as large as 15 billion parameters. While this is still shy of the
largest natural language models, this represents a significant step up in the size of protein language
models and their capacity for unsupervised representation learning. While language modeling has
seen substantial success in proteomics, language modeling has also expanded to other biological
domains. Biochemistry language models learn representations of small molecules [Ross et al.| 2021,
Fang et al.| [2023]], most notably with ChemBERTa [Chithrananda et al.,|2020]. Likewise, single-cell
genomics has been transformed by the release of scGPT [Cui et al., [2023]], and language models
have even seen direct clinical use, such as with the medical question answering model Med-PaLM
[Singhal et al., 2023]].

Parameter-Efficient Fine-Tuning |[Houlsby et al|[2019] introduced adapters, which add parameters
in serial to each transformer layer, allowing for every layer of the model to be trained using only a
small number of parameters. The current state-of-the-art is low-rank adapters (LoRA), introduced by
Hu et al.|[2021], which uses low-rank adapter matrices added to the query and value weight matrices
of the attention heads. In addition to parameter efficient fine-tuning, |Liao et al.| [2023]] introduce the
paradigm of memory efficient fine-tuning. While PEFT methods have primarily been used in natural
language processing, they have recently begun to be used for tuning large biology foundation models.
Yang et al.|[2023]] use parameter efficient fine-tuning for secondary structure prediction, and (Chen
et al.|[2023] fine-tune their new protein language model using parameter efficient methods. Zhao et al.
[2023]] provide a review of large language model specialization across several domains, including
biology. Dutt et al.|[2023]] use parameter efficient fine-tuning for medical image analysis.

Protein Interactions Cellular function is driven by interactions between proteins, but the expense
and time required for experimental determination motivates the need for computational models of
protein interaction. Models such as AlphaFold-Multimer [Evans et al., [2021]] have recently been
developed to predict the structure of interacting complexes [Zhu et al., |2023]]. Quaternary structure
prediction is valuable if the pair is already known to interact, but often results in degenerate prediction
for pairs which don’t interact, and due to the size of the model is difficult to scale to the whole-
genome and all possible protein pairs. Methods like PIPR [Chen et al.,2019], D-SCRIPT [Sledzieski
et al.| 2021]], Topsy-Turvy [Singh et al.,2022] and RAPPPID [Szymborski and Emad} 2022]] predict
protein-protein interaction (PPI) solely from widely-available primary sequence and are fast enough
to run at genome scale. Recent work by Burke et al.|[2023]] has begun to close the gap between whole-
genome interaction prediction and complex structure modeling, potentially unifying genome-scale



PPI prediction with complex structure prediction. The Human Reference Interactome (HuRI) [Luck
et al.| 2020|] remains the most complete experimentally-verified human protein interaction network.

5 Discussion

In this report, we compare full fine-tuning of protein language models with parameter-efficient
fine-tuning and classification on frozen representations. This work represents an exploration of the
computation/performance trade-off on PPI prediction. The first significant takeaway is that even with
simple models, using embeddings from ESM2 [Lin et al.|[2023] improves upon the state-of-the-art—
this suggests that combining more informative embeddings with more advanced models for PPI
prediction could yield further improvement. Secondly, we show that parameter-efficient fine-tuning
with LoRA achieves better performance than full fine-tuning with a reduced memory footprint. This
reduced memory allows for tuning of deep transformer layers, likely resulting in improved learning.
Full fine-tuning may also suffer due to catastrophic forgetting [McCloskey and Cohen,|1989]. Finally,
learning on frozen embeddings remains a compelling option—it is computationally more efficient
than either form of tuning and achieves competitive performance.
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S1  650M vs. 3B ESM2 Model

Typically in language modeling, larger models yield better performance leading to increasingly
large models being trained. However, when we compared a multilayer perceptron classifier (MLP)
trained on frozen embeddings from the 650M parameter model to the 3B parameter model, the
650M parameter model actually performed slightly better (Table[ST)). This indicates that even with
reduced compute capacity available, smaller models may be sufficient to achieve good performance
on proteomics tasks. All results presented below use the 650M parameter version of ESM2.

Table S1: Test set performance of a MLP classifier trained on pooled embeddings from the 650
million and 3 billion parameter versions of ESM?2 with frozen weights. While the two models are
competitive, the 650M parameter version outperforms the larger 3B parameter version in accuracy,
MCC, AUPR, precision, and specificity. The 3B parameter model achieves a higher F1 score and
recall.

Accuracy F1 MCC AUPR Precision Recall Specificity

650M 0.631 0.632 0.261 0.684 0.630 0.633 0.623
3B 0.607 0.650 0.221  0.656 0.586  0.730 0.484

S2 Baseline MLP Model

As a baseline to compare with fine-tuning, we train an MLPClassifier model from scikit-learn using
embeddings extracted from ESM2 (650M parameters). Parameters for the MLPClassifier were
selected by cross-validation on macro average precision over a grid search. We searched over all
combinations of

* activation = [“logistic”, “relu”, “identity”

* alpha = [0.0001,0.001,0.01]

* learning_rate_init = [0.001,0.01]

e max_iter = 1000, 2000

e hidden_layer_sizes = [(64, ), (128, ), (512, ), (64, 64), (128, 128), (64, 64, 64)]
* tol = [le — 4,1e — 5]

S3 PEFT and FT Training and Validation Curves

We show training and validation loss curves, as well as validation AUPR curves, over training in
Figure We show validation recall and specificity curves in Figure In Figure we show
training and validation loss curves, as well as validation AUPR curves, for all different combinations
of Q/K/V matrices tested in Table[3]
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Figure S1: Training and validation loss curves, AUPR curves for FT (4 layers) and PEFT (5 layers)
from Table[2] Note that all other training parameters were held constant between these runs.
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Figure S2: Recall and specificity fluctuate wildly throughout training with traditional fine-tuning,
compared to the PEFT model training, which is much more stable. This explains why test set recall is
so high, but specificity so low in Table 2} —these are highly dependent on the specific epoch which
was chosen based on validation AUPR.
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Figure S3: Training and validation loss curves, AUPR curves for models trained with LoRA adapters
onQ, K,V,QK,QV, KV, QKV matrices from Table 3] Note that all other training parameters
were held constant between these runs.
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