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Abstract

Despite recent advancements in deep learning methods for protein structure pre-
diction and representation, little focus has been directed at the simultaneous
inclusion and prediction of protein backbone and sidechain structure informa-
tion. We present SidechainNet, a new dataset that directly extends the Protein-
Net dataset. SidechainNet includes angle and atomic coordinate information
capable of describing all heavy atoms of each protein structure. In this paper,
we provide background information on the availability of protein structure data
and the significance of ProteinNet. Thereafter, we argue for the potentially ben-
eficial inclusion of sidechain information through SidechainNet, describe the
process by which we organize SidechainNet, and provide a software package
(https://github.com/jonathanking/sidechainnet) for data manipulation
and training with machine learning models.

1 Background

The deep learning subfield of protein structure prediction and protein science has made considerable
progress in the last several years. In addition to the dominance of the AlphaFold deep learning method
in the 2018 Critical Assessment of protein Structure Prediction (CASP) competition [1, 2, 3], many
novel deep learning-based methods have been developed for protein representation [4, 5], property
prediction [6, 7], and structure prediction [8, 9, 10, 11]. Such methods are demonstrably effective
and extremely promising for future research. They have the potential to make complex inferences
about proteins much faster than competing computational methods and at a cost several orders of
magnitude lower than experimental methods.

1.1 Protein Structure Data Availability and Information Leakage

The availability of existing data is a notable challenge for applications of deep learning methods to
protein science and, in particular, to protein structure prediction. This limitation is not equally present
in other applications of deep learning. For instance, in the field of image recognition, the ImageNet
[12] dataset contains 14 million annotated and uniformly presented images. Similarly, in the field of
natural language processing, linguistic databases and the web provide access to hundreds of millions
of samples of annotated textual data and effectively limitless access to unannotated data. Though the
Universal Protein Resource (UniProt) database now contains a whopping 156 million unique protein
sequences [13], there are currently only 170,968 protein structures in the Protein Data Bank [14]
(PDB), of which only 98,347 represent unique protein sequences. Furthermore, although protein
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structure data is accessible through the PDB in individual files, it is not otherwise preprocessed for
machine learning tasks in a manner analogous to other machine learning domains.

In addition to data availability, biased or skewed data presents another major challenge for machine
learning practitioners [15]. Something as simple as dividing the data into training and testing splits for
model development and evaluation can introduce harmful biases. Failure to analyze the similarities
or differences between training and evaluation splits can lead to “information leakage” in which
trained models exhibit overly optimistic performance by learning non-generalizable features from
the training set. One such example of this in structural biology research is the Database of Useful
Decoys: Enhanced (DUD-E) dataset [16]. DUD-E remains a common benchmark for evaluating
molecular docking programs and chemoinformatic-focused machine learning methods despite recent
research [17, 18] uncovering dataset bias that explains misleading performance by many of the deep
learning methods trained on it.

1.2 Treatment of Protein Backbone and Sidechain Information

A common way to describe the structure of a protein is to divide it into two separate components–the
backbone and the sidechains that extend from it. The protein backbone is a linear chain of nitrogen,
carbon, and oxygen atoms. The torsional angles (Φ,Ψ, and Ω) that connect these atoms form the
overall shape of the protein. In contrast, protein sidechains are chemical groups of zero to ten
heavy atoms connected to the central α-carbon of each amino acid residue. Each of the twenty
distinct amino acids is defined by the unique structure and chemical composition of its sidechain
component. Consequently, each protein is defined by the unique sequence of its constituent amino
acids. The precise orientation of amino acid sidechains is critical to the biochemical function of
proteins. Enzyme catalysis, drug binding, and protein-protein interactions all depend on a level of
atomic precision that is not accounted for in backbone structure alone. Thus, the protein backbone
and sidechain are both crucially important to protein structure and function.

Despite this, many predictive methods treat backbone structure prediction and sidechain struc-
ture prediction as distinct problems.2 For instance, a common approach is to predict the protein
backbone alone and then add sidechains to the generated structure through a conformational or
energy-minimizing search [19]. Other approaches, through tools such as Rosetta [20], optimize the
structure using backbone dependent rotamer libraries [21]. In both cases, sidechain placement is
dependent on predicted backbone structure.

The methods currently employed by the community are undoubtedly effective. A possible reason
for separating backbone and sidechain information could be that the community believes adequate
progress in backbone structure prediction has been made without accounting for sidechain conforma-
tions during training. Alternatively, it may be the case that such information is simply not readily
available for training deep learning models. Nonetheless, the potentially positive effect of including
the complete backbone and sidechain structure at training time has not been determined.

2 SidechainNet

We propose SidechainNet, a protein sequence and structure dataset that addresses the concerns
described in Sections 1.1 and 1.2.

2.1 Addressing Protein Structure Data Availability and Information Leakage

SidechainNet is based on Mohammed AlQuraishi’s ProteinNet [22]. ProteinNet is a dataset designed
to mimic the assessment methodology of CASP proceedings.

Under the CASP contest organization, participants develop predictive methods using any publicly
available protein structures. Thereafter, predictive methods are assessed using a specific set of proteins
that are selected by contest organizers and withheld from participants until assessment. Organizers
select proteins that are challenging to predict and, in the case of the Free Modeling contest category,
have minimal similarity to available protein structures. In effect, the CASP process results in a portion
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of data for method development and a separate portion for evaluation. AlQuraishi proposed that these
subsets could be treated as training and testing sets and re-purposed for machine learning.

Since no validation sets are constructed by the CASP organizers, AlQuraishi used clustering methods
to extract distinct protein sequences and structures from each training set to use for validation. For
each CASP contest, AlQuraishi ultimately constructed seven different validation sets–each containing
an increasing upper bound on the similarity between sequences in the given validation set and those
in the training set. His construction allows users to evaluate a model’s performance on proteins that
have high similarity to a given training set (akin to the Template-Based Modeling CASP category) or
proteins that have low or zero similarity to a training set (akin to the Free Modeling CASP category).

As a result of the constraints imposed by the CASP contest structure and AlQuraishi’s validation set
construction, ProteinNet accounts for protein sequence similarity across data splits. This prevents
information leakage and minimizes misleading performance. For these reasons, we have replicated
AlQuraishi’s training, testing, and validation set constructions in SidechainNet.

2.2 Unifying Protein Backbone and Sidechain Information

SidechainNet also extends ProteinNet by including all heavy atoms of each protein and all necessary
torsional angles for atomic reconstruction.

We are interested in determining whether the availability of complete sidechain conformation infor-
mation can improve the performance of structure prediction methods. However, even if such models
are not more accurate, they will be fundamentally more expressive as they will generate all-atom
protein structures. These structures could be used without modification in downstream analyses for
structure-based drug discovery and even molecular dynamics simulations.

3 Properties of SidechainNet

To the maximum extent possible, SidechainNet attempts to replicate the features included in Pro-
teinNet (Table 1). However, SidechainNet adds support for several new features as well. More
information about the new features is included below.

3.1 Angle Information

One important component of protein structure data often utilized in structure prediction methods but
absent from ProteinNet is the set of torsional angles that describe the orientation of the protein. The
canonical backbone torsional angles (Φ,Ψ, and Ω) for each residue are provided in SidechainNet.

In the development of SidechainNet, we were surprised to observe that we incurred a noticeable
amount of error when attempting to reconstruct a protein’s Cartesian coordinates given only its
backbone torsional angles (Figure 1B). We determined that the error was due to our assumption
that several important non-torsional angles in the protein backbone (C-N-CA, N-CA-C, and CA-C-N)
could be fixed using reference values from AMBER force fields [23] rather than being allowed to
vary. Thus, even if a model perfectly predicted backbone torsional angles, it would still be subject to

Entry Dimensionality ProteinNet SidechainNet
Primary sequence L× 1 X X

PSSM† + Information Content L× 21 X X
Missing residue mask L× 1 X X

Backbone coordinates∗ L× 4 × 3 X X
Backbone torsion angles L× 3 X
Backbone bond angles L× 3 X

Sidechain torsion angles L× 6 X
Sidechain coordinates L× 10 × 3 X

Table 1: Differences between ProteinNet and SidechainNet where L represents protein length.
†Position Specific Scoring Matrices (PSSMs) developed from multiple sequence alignments.
∗SidechainNet includes atomic coordinates for backbone oxygen atoms while ProteinNet does not.
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Figure 1: (A) A methionine residue annotated with the 3 categories of angles measured by Sidechain-
Net: the canonical backbone torsional angles (Φ,Ψ, and Ω) in green, the rotatable sidechain-specific
torsional angles (X1−3) in purple, and the 3-atom backbone bond angles in pink. Atoms considered
part of the residue’s sidechain are colored white, while the backbone atoms are colored gray.
(B) Backbone bond angles (C-N-CA, N-CA-C, and CA-C-N; colored pink in 1A) are important for
accurately reconstructing atomic coordinates from angles. When we assumed that these angles
could be fixed during coordinate reconstruction, the result was greater reconstruction error (blue
distribution). When we measured these angles with SidechainNet and included their actual val-
ues during coordinate reconstruction, we achieved lower reconstruction error (orange distribution).
Root-Mean-Square Deviation (RMSD) measures the difference between true atomic coordinates and
coordinates reconstructed from recorded angles.

reconstruction error if such bond angles were held fixed. For that reason, we decided to include these
angles in SidechainNet as well (Figure 1A).

3.2 Sidechain Information

SidechainNet also includes sidechain-specific information that describes the orientation of each amino
acid using both external (Cartesian) and internal (angular) coordinate systems. This information
includes up to ten atomic coordinates and up to six torsional angles for the sidechain component of
each residue.

The number of angles measured for each amino acid sidechain depends on the number of rotatable
bonds in the amino acid. For those residues with aromatic sidechains (e.g., tryptophan), the torsional
angles describing the ring components of the residue are omitted since they can be inferred, but their
complete atomic coordinates are still recorded.

3-atom bond angles (as opposed to 4-atom torsional angles) and bond lengths associated with
sidechain structures are not recorded from structure files. Instead, we extracted reference values
unique to each bond from the AMBER ff19SB force field [23, 24]. Together with the recorded
sidechain torsional angles, these angles and bond lengths can be used to generate all-atom sidechain
structures.

3.3 Generation Procedure and Caveats

We constructed SidechainNet by, first, obtaining raw ProteinNet text records linked to in ProteinNet’s
GitHub repository (https://github.com/aqlaboratory/proteinnet). Then, we parsed these records
before saving them into Python dictionaries. Next, we re-downloaded all-atom protein structures
(sequences, coordinates, and angles) for each protein described by ProteinNet from the PDB using
the ProDy software package [25]. Finally, we combined the remaining data (PSSMs and Information
Content values) into the final SidechainNet dataset by aligning the sequences observed during the
re-downloading process with the sequences described by ProteinNet. We replaced the coordinate
and missing residue information described in ProteinNet with the re-downloaded values to ensure
consistency. We also temporarily excluded secondary structure information, which is absent from
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the ProteinNet release as of writing. Scripts and instructions for constructing SidechainNet data are
available in our GitHub repository.

We failed to include data for 326 (0.3%) of the 104,323 listed protein structures from ProteinNet’s
CASP12 dataset. Issues with these structures arose due to problematic file parsing, edge cases, and
disagreement between the sequences we observed and those reported by ProteinNet that could not
be resolved programmatically. Although we currently exclude these protein structures, we plan to
resolve remaining issues in a subsequent release.

Furthermore, both ProteinNet and SidechainNet only consider single-molecule protein chains. Pro-
teins from the PDB that contain multiple chains are divided into multiple independent entries, one for
each chain. Any missing residue or atomic information is padded with zero-vectors matching the
size of the corresponding data (e.g., 1 × 3 for each missing atom, 1 × 1 for each missing angle). In
addition, detailed characteristics of structure data (e.g. b-factors, multiple or alternative sidechain
locations, and resolution) are ignored.

Lastly, structures are recorded directly from the PDB and have no guarantee to be energetically
minimized. In a future release, we plan to use AMBER to energetically minimize the structures, as
this may make the data more consistent and amenable to training. It will also improve our ability to
accurately reconstruct protein structure coordinates from angles.

4 Using SidechainNet

SidechainNet was originally developed for Python and the PyTorch machine learning framework. As
such, we have developed a Python package to load SidechainNet and efficiently train models with it.

4.1 Loading SidechainNet as a Python dictionary

In its simplest form, SidechainNet is stored as a Python dictionary organized by the same training,
validation, and testing splits described in ProteinNet. There are multiple validation sets included
therein.

Within each of SidechainNet’s training, validation, and testing splits is another dictionary mapping
data entry types (seq, ang, etc.) to a list containing this data type for every protein. In the example
below, seq{i}, ang{i}, ... all refer to the ith protein in the dataset.

data = {"train": {"seq": [seq1, seq2, ...], # Sequences
"ang": [ang1, ang2, ...], # Angles
"crd": [crd1, crd2, ...], # Coordinates
"msk": [msk1, msk2, ...], # Missing residue masks
"evo": [evo1, evo2, ...], # PSSMs and Information Content
"ids": [id1, id2, ...], # Corresponding ProteinNet IDs
},

"valid-10": {...},
...

"valid-90": {...},
"test": {...},

... # Metadata
}

By default, the load function downloads the data from the web into the current directory and loads
it as a Python dictionary. If the data already exists locally, it reads it from disk. Other than the
requirement that the data must be loaded using Python, this method of data loading is agnostic to any
downstream analyses.

>>> import sidechainnet as scn
>>> data = scn.load(casp_version=12)
>>> data.keys()
['train', 'valid-10',...'valid-90', 'test', ...]
>>> data['train'].keys()
['seq', 'ang', 'ids', 'crd', 'msk', 'evo']
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4.2 Loading SidechainNet with PyTorch DataLoaders

The load function can also be used to load SidechainNet data as a dictionary of torch.utils.data.
DataLoader objects. PyTorch DataLoaders make it simple to iterate over dataset items for training
machine learning models. This method is recommended for using SidechainNet data with PyTorch.

By default, the provided DataLoaders use a custom batching method that randomly generates
batches of proteins of similar length. For efficient GPU usage, it generates larger batches when the
average length of proteins in the batch is small and smaller batches when the proteins are large. The
probability of selecting small-length batches is decreased so that each protein in SidechainNet is
included in a batch with equal probability. See dynamic_batch_size and collate_fn arguments
for more information on modifying this behavior. In the example below, model_input is a batched
Tensor containing concatenated sequence and PSSM information.

>>> dataloaders = scn.load(casp_version=12, with_pytorch="dataloaders")
>>> dataloaders.keys()
['train', 'train_eval', 'valid-10', ..., 'valid-90', 'test']
>>> dataloaders['train'].dataset
ProteinDataset(casp_version=12, split='train', n_proteins=81454,

created='Sep 20, 2020')
>>> for protein_id, model_input, true_angles, true_coords in dataloaders['train']:
.... prediction = model(model_input)
.... loss = compute_loss(prediction, true_angles, true_coords)
.... ...

We have also made it possible to access the protein sequence, mask, and PSSM data directly when
training by adding aggregate_model_input=False to scn.load.

>>> dataloaders = scn.load(casp_version=12, with_pytorch="dataloaders",
aggregate_model_input=False)

>>> for (protein_id, sequence, mask, pssm, true_angles,
true_coords) in dataloaders['train']:

.... prediction = model(sequence, pssm)

.... ...

4.3 Converting Angle Representations into All-Atom Structures

An important component of this work is the inclusion of both angular and 3D coordinate representa-
tions of each protein. Researchers who develop methods that rely on angular representations may be
interested in converting this information into 3D coordinates. For this reason, SidechainNet provides
a method to convert the angles it provides into Cartesian coordinates.

In the below example, angles is a NumPy matrix or Torch Tensor following the same organization as
the NumPy angle matrices provided in SidechainNet. sequence is a string representing the protein’s
amino acid sequence. Both of these are obtainable from the SidechainNet data structures described in
Sections 4.1 and 4.2.

>>> (len(sequence), angles.shape) # 12 angles per residue
(128, (128, 12))
>>> sb = scn.StructureBuilder(sequence, angles)
>>> coords = sb.build()
>>> coords.shape # 14 atoms per residue (128*14 = 1792)
(1792, 3)

4.4 Visualizing All-Atom Structures with PDB, py3Dmol, and gLTF Formats

SidechainNet makes it easy to visualize both existing and predicted all-atom protein structures, as well
as structures represented as either angles or coordinates. These visualizations are available as PDB
files, py3Dmol.view objects, and Graphics Library Transmission Format (gLTF) files. Examples of
each are included below.
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Figure 2: py3Dmol enables the user to interactively inspect all-atom protein structures from Sidechain-
Net within Jupyter/iPython Notebooks.

The PDB format is a typical format for representing protein structures and can be opened in software
tools like PyMOL [26]. py3Dmol (built on 3Dmol.js [27]) enables users to visualize and interact
with protein structures on the web and in Jupyter Notebooks via an open-source, object-oriented, and
hardware-accelerated Javascript library (Figure 2). Finally, gLTF files, despite their larger size, can
be convenient for visualizing proteins on the web or in contexts where other protein visualization
tools are not supported.

>>> sb.to_pdb("example.pdb")
>>> sb.to_gltf("example.gltf")

5 Discussion

SidechainNet builds upon the strong foundation of ProteinNet to provide a protein structure dataset
with minimal bias and maximum information content. By including many of the angles necessary to
accurately reconstruct atomic Cartesian coordinates from an angle-only protein representation, we
also enable future users to develop methods that utilize either or both internal and external coordinate
systems at a previously inaccessible level of atomic detail. In addition, the tools developed for
SidechainNet’s programmatic construction may also be adapted for the generation of similar all-atom
datasets with alternative methods of data clustering (e.g., datasets based on CATH [28]).

Methods developed to explicitly include the orientation and atomic coordinates of protein sidechains
may have the upper hand in tasks such as structure-based drug discovery or in the analysis of specific
enzyme activities, where such information is necessary. Although the impact of including sidechain
information on existing predictive methods has yet to be studied, we hope SidechainNet makes such
research more accessible.

SidechainNet code can be found at https://github.com/jonathanking/sidechainnet.
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