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Abstract

A well-established protein structure is essential for understanding protein molecular
mechanism, phenotypic implication and drug discovery. Recent development of
cryo-Electron Microscopy (cryo-EM) offers the advantage of easy sample prepa-
ration and not requiring crystallized protein for structural biology. However, the
resolution of cryo-EM electron density maps used to determine protein structure,
is not at par with X-ray diffraction (XRD) or NMR. In this work, we propose to
leverage a deep learning-based model to increase the resolution of low-quality
electron density maps. The model is built upon U-Net with 3D convolutional
layers, which contains three components: encoder, bottleneck, and decoder. To
get paired maps of different resolutions, we collect high-resolution maps from
XRD as ground truth labels. While the low-resolution maps are obtained through
a noise model which combines dilation operations, Gaussian filters and Gaussian
noise. We also introduce data augmentation techniques during model training, like
random cropping, rotation, and flipping. Experiments show that when applied to
low-resolution electron maps, the U-Net model can improve the resolution in the
metric of EMRinger score, which redesigns the map so that it resolves the regions
of ambiguity to offer greater certainty in the position of amino acids.

1 Introduction

The elucidation of protein structures is crucial for understanding the biological processes. Proteins
carry out numerous biological functions such as catalysis, cell signalling, structural support and
immunological response [[1, 2]. To better understand these functions it is important to know what
properties of the protein enable it to carry out its function. To gain this insight, researchers rely on
the structural information of the proteins. The structure of protein is used to explain its mechanism
of action, influence of specific mutations on structure of the protein and its associated phenotype
[3,14]]. Additionally, the knowledge of the structure of the proteins is seminal for many biotechnology
applications like protein engineering, gene therapies and antibody design [J5].

The experimental process of determining protein structure is time-consuming and requires isolation
of large amounts of soluble protein. The conventionally used methods of protein structure elucidation
are X-Ray diffraction (XRD) and Nuclear Magnetic Resonance (NMR) [6]. Both approaches offer
good level of structure resolution of small size of proteins, Fig. [T, where the accurate conformation
of amino acid side-chains are clearly distinguishable. However, both approaches suffer from their
drawbacks. NMR is not able to accurately resolve the structure of proteins larger than 35 kDa [[7],
whereas XRD requires crystallization of protein molecules. In addition, both the approaches are
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incapable of resolving structures of macro-molecular protein assemblies [8} 9]]. Since, majority of
the biological function occur due to interaction of multiple proteins, it is important to be able to
accurately capture these macro-molecular interactions accurately.

The recent development in Cryo-Electron Microscopy has (Cryo-EM) enabled the researchers to gain
insights into the structure of such macro-molecular assemblies [10]. Cryo-EM has greatly expanded
the structural biologist’s toolkit and its adoption by the scientific community has generated a large
dataset of Cryo-EM structures and experimental data. However, Cryo-EM suffers from limitation of
the protein structure resolution that it can generate. [[11]]. This limitation translates to the Cryo-EM
protein structures to having very limited information on amino acid side chain orientation, Fig. [Tk.
The orientation of side chains is a crucial information for accurate description of the molecular basis
of enzymatic action and protein-protein interactions [12]. Attempts have been made to circumvent
this limitation by processing the Cryo-EM micrographs using sharpening algorithms but only an
incremental improvement in the resolution has been observed.

The current methods for improvement of protein structure resolution also fail to leverage the plethora
of data that is available on online servers, like RCSB-PDB and EMDB (EMDB; http://emdb-
empiar.org) [13]]. Deep Learning approaches which make use of such data can offer an alternative
approach to improve upon the Cryo-EM based structure resolution. By training on thousands of
high-resolution protein structures (with resolution of 1.2 Ato2A)itis possible to featurize the
protein structure data and by using Convolution Neural Networks (CNNs) it is possible to learn
the important features associated with the high-resolution structures [[14} [15 [16]]. The CNNs can
be trained on the feature space of the electron density maps, where they learn the electron density
patterns associated with high resolution structures. The advantage of such an approach is that it is
possible to train on a large number of high resolution structures from XRD. This allows learning the
important features of the high-resolution XRD protein structures and leverage this learned information
to improve the resolution of Cryo-EM structures. Since high-resolution XRD protein structures
contain information the amino acid side chain orientation, it is possible to leverage this information
to resolve the ambiguities in side chain orientation of Cryo-EM structures [17]. In this paper, we
introduce 3D U-Net. A deep learning model through which we have aimed to improve the resolution
of Cryo-EM structures by training on the electron density maps of protein structures. In addition, we
introduce a novel approach for defining the feature space of the training dataset which makes use of
both XRD and Cryo-EM experimental data. Through an adequately trained 3D U-Net, we were able
to improve the resolution of simulated Cryo EM maps generated from our noise model and we were
able to provide evidence that our model was consequently able to improve the quality of CryoEM
maps.

Figure 1: Visualization of randomly selected electron density maps used in this study, by using
Coot. The mesh grid displays the electron density surface for the structure and the underlying line
diagram represents the protein structure from the PDB file. (a) The electron density map of PDB
ID: 6AR7(Green), with resolution of 2.10 A. (b) The electron density map of PDB ID: 6AR?7 after
applying the noise transform to generate model input (Red). (c¢) The electron density map of cryo-EM
determined protein PDB ID: Sayy(purple), with resolution of 3.09 A.



2 Related Works

2.1 Electron Density Map Sharpening and Super-Resolution

Over the years, various techniques have been devised in order to sharpen the quality of Cryo Electron
Microscopy (EM) maps. The most extensively used approach is the B-factor correction [[18]. In
this method, noise-dependent structure factor weight is established along with the temperature
factor to prevent noise amplification thereby reducing contrast loss at high resolution. Sharpening
methodologies can be classified as local and global [19] . Global sharpening algorithms determine a
B factor value over the entire EM map to perform amplitude correction at high resolution. Examples
of this technique are RELION post-processing [20] and AutoSharpen in the Phenix Package [21]].
RELION [20] has introduced a semi automated particle picking and sorting algorithm which is an
upgradation of the original method [22] Contrary to the above global approach, it has been observed
that many of the recent EM maps have areas that vary tremendously in their resolution in comparison
to the entire map due to sub units in their structures such as in the case of membrane proteins or
macromolecules with high flexibility [23]. The LocScale [24] algorithm tackles this issue with
its local sharpening approach. LocScale locally scales amplitudes iteratively to match the radial
average amplitude of a corresponding atomic model in the Fourier domain. This procedure takes into
account the difference in resolution over the entire EM map. The LocalDeblur [19]] is another local
sharpening algorithm for Cryo EM maps. It uses a gradient descent based iterative approach with
Wiener filter. The map transformation takes place with the help of filter banks using bandpass raised
cosine filters weighted by the difference of spatial frequency these filter centers and the respective
local resolution. Both LocScale and LocalDeblur have proved to be promising techniques towards EM
map sharpening and map quality enhancement. However, LocScale, requires a refined atomic model
for comparison and local scaling calculation. In this sense this approach is biased and restrictive to
the availability of such a model. Furthermore, LocDeblur presently its shortcomings through various
theoretical assumptions and limitations. The DeepSharpen [[17] provides a data-driven approach to
enhance the quality of CryoEM maps. The dataset is obtained from the atomic structure models
available in the Protein Data Bank. A pair of high and low resolution density map is generated from
the model using a gaussian filtering and same is used to train a reverse model, with 3D convolutional
neural networks, to convert the low resolution map back to the higher resolution counterpart. This
data-driven approach shows some promising results. However it is heavily dependent on an initial
atomic structure model and thus has a bias. Furthermore, same is restrictive to the availability of such
a model. The high resolution and low resolution pair of maps are generated with a gaussian blur filter
which results in lower quality maps compared to the original EM map and hence the model training
is done on lower resolution values. This results in curbing the performance of the overall model in
certain scenarios.

2.2 Deep Learning for 3D voxels

To expand deep learning techniques from 2D images to 3D, representations are required to describe
the 3D models. One of the widely used represenation is voxel [25], and each voxel represents a
value on a regular grid in 3D space. In VoxNet [26], 3D convolutional neural network (3D CNN) is
implemented on the voxel data to solve the object recognition. Further, [27] extended 2D CNNs to 3D
and systematically analyzed the relationship between 3D CNNs and multi-view CNNs. To decrease
the memory and computational cost of 3D CNN, O-CNN [28]] makes use of octree representations
and perform 3D CNN operations only on the sparse octants. Also, generative adversarial networks
(GANSs) have been leveraged in synthesize realistic 3D voxel models. In 3D-GAN [29], 3D voxel
objects are synthesized from a probabilistic space in combination of 3D volumetric convolution and
GAN. Similarly, octree can be utilized to improve the efficiency of voxel model generation [30].
Besides, V-Net [31] and 3D U-Net [32] introduce fully connected volumetric convolutional layers for
3D voxel segmentation.

3 Method

3.1 Data Pre-processing

The DeepSharpen has used a 3D Gaussian filter of varied sigma values to represent the EM map
at a lower map quality level [17]. LocDeblur has assumed a Gaussian approximation for the noise



distribution used to define the Wiener Filter. This Wiener filter is then used as the transformation
matrix between the observed EM map and the sharpened counterpart of the EM map [19]]. Along
the same lines, we have introduced a Gaussian filtering and a low-level Gaussian noise for defining
the noise distribution in order to generate lower resolution maps from XRay density maps which
will mimic the quality of Cryo EM maps, Fig.[Tb. XRay maps have a higher resolution indicated
by sharper electron density mesh clouds compared to Cryo EM maps that have a distended electron
density mesh grid indicative of lower confidence in certain regions of the Cryo EM map, Fig.[T} In
order to make a more accurate representation of the noise model we have used dilation morphological
transform with a ball structuring element in order to inflate the electron mesh clouds of the XRay
maps such that they resemble the mesh clouds of Cryo EM maps. Our noise model works well to
simulate Cryo EM maps and same is corroborated by the EMRinger scores of the corresponding low
resolution input maps, Table|[T]

To train the model based on local resolutions across the map, we have taken random patches of size
128 x 128 x 128 in order to enable local sharpening of the map. Random flip as well as random
rotation of the image patch along all three axis help augment the dataset, resulting in large number of
patches from each training data sample which reduces the risk of overfitting.

3.2 3D U-Net
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Figure 2: Overview of the deep learning model for electron density map super-resolution built upon
3D U-Net, which consists of the encoder, bottleneck and decoder.

We build our electron density map super-resolution model based upon 3D U-Net [33]]. The model
consists of three components: downsampling, bottleneck, and upsampling. For each layer in down-
sampling, 3D volumetric convolution with kernel size 4 x 4 x 4 and stride size 2 is implemented. The
bottleneck has the same kernel size for the 3D volumetric convolution, however, the stride size is set
as 1. Also, dropout layers with probability 0.2 is utilized after each 3D convolutions in the bottleneck.
For upsampling, each layer uses 3D transpose convolution operation with kernel size 4 x 4 x 4
and stride 2. ReLU [34] is used as activation function in all the hidden layers in the downsampling,
bottleneck and upsampling. Also, Instance normalization [35] is implemented after each convolution
operation as shown in Fig.[2] The output layer of the model first upsamples the 3D feature map by
scale factor 3 and then uses a 3D volumetric convolution with kernel size 4 x 4 x 4 and stride size 1.

During training, we set the batch size to be 4 and total epochs to be 100. The model is trained using
the Adam optimizer [36] with the learning rate 2 X 1074, B1 = 0.5, and By = 0.999. The loss



function to minimize during training is built on dice coefficient [31]:

D= QZipigi
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where p; is the prediction of each voxel value and g; is the ground truth.

4 Experiments

A challenge with training deep learning models, which sharpen the maps, on Cryo EM electron
density maps is that there are no high resolution structures which can be used as ground truth during
the training of the model. To circumvent this and simultaneously increase the training dataset size,
we applied the afore-mentioned data preprocessing method to more than 1000 XRD electron density
maps. This generated the Cryo EM resembling training dataset for the training of 3D U-Net, the
original high-resolution, XRD maps were considered to be the ground truth for training of the model.
This dataset was sufficiently diverse to enable the model to learn the important features associated
with the high-resolution XRD electron density maps. We then applied the fully trained model to
improve the resolution of low quality XRD maps obtained from our noise model as well as on Cryo
EM maps. We then assessed the model’s performance on this test data.

4.1 Evaluation of XRay Diffraction Maps

To train the 3D U-Net to extract and learn the important features associated with XRD maps, we
used the training dataset in batches of size 4 and optimized the model using the Adam. The model
was fully trained in 200 epochs and had a validation MSE loss of 0.028. After successfully training
the model we evaluated its performance on a dataset of about 200 XRD electron density maps. The
applicability of deep learning models in structural biology is dependent on their interpretability and
the intuitive understand of the model’s output. To measure the quality of the sharpened maps, we
used the EMRinger score and through the model we were able to improve the resolution of noise
simulated XRD maps. The model successfully improved the EMRinger score by 2-fold on average
across the testing dataset.

Table 1: EMRinger Score for XRD Maps

PDB-ID Input Our Prediction Ground Truth

2BV8 2439 6.781 8.057
6AR7 2439 5.620 7.651
1AS5S 2.036  4.479 4.234

The training data consisted of multiple types of proteins ranging from multi-mers, protein-ligand
complexes, protein-DNA complexes, etc. Such diversity in training data ensured that the features
learnt by the model would not be constrained only to the amino acids in proteins, instead they can be
translated to electron density contaning a wide variety of biomolecules. The novel data preprocessing
approach we have described also increases the size of the training dataset as we are able to mimic the
features of Cryo EM electron density maps in case of XRD maps as well. In Table[T] we present
EMRinger scores for 3 randomly selected XRD maps from the training dataset. EMRinger score
is defined in [37] and it is computed via the Phenix package [38]. "EMRinger score measures the
match between an atomic reference model and the density map. It detects and validates based on
the presence of rotameric peaks in the side-chains. " [17]. In case of EMRinger a higher numerical
value indicates a structure with better atomic resolution. From the table it can be seen that our
data-preprocessing method is able to successfully lower the quality of XRD maps. Furthermore, after
evaluating the model performance on XRD maps we observed that the model was able to improve the
atomic resolution of the electron density maps by more than 2-folds. We investigated the effect of our
data-preprocessing on the distribution of electron density in the map and the effect of 3D U-Net on
this distribution. To visualize these effects we looked at a randomly selected slice of the PDB ID:
2BVS8 electron density map, Fig.[3] We observed that the data-preprocessing was able to successfully
introduce a blurring effect in the map by extending the boundary of protein surface (green), Fig.[3a.
The model was able to successfully sharpen the electron density map of the protein by reducing the



spread of surface and constricting electron density values into regions which overlapped with the
ground truth, Fig.[3p & Bc. These results evidenced that the 3D U-Net is able to learn the important
features associated with high resolution structures and utilizes these features effectively to sharpen
the XRD maps. These results motivated the application of fully trained 3D U-Net to testing dataset
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Figure 3: Electron density map slices of 2BVS: (a) Low-resolution input to the 3D U-Net model. (b)
Predicted high-resolution electron density maps. (¢) Ground truth electron maps from X-ray.
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An advantage of 3D U-Net, is that it is trained to improve the electron density distribution of the
map within the electron density feature space [17], in their work presented a model which sharpens
the Cryo EM maps, however their model suffers from bias, in which it requires the atomic model
protein structure. Our model does not require such an input, instead it operates strictly in the electron
density map feature space. This can greatly extend the application of 3D U-Net, as it can be applied
to elucidate the structure of novel proteins.

4.2 Evaluation of Cryo-EM Maps

We evaluated the performance of our model on several Cryo EM electron density maps. To measure
the quality of the sharpened maps, we used the EMRinger score and with the model we were able
to improve the resolution on some of these maps, although, we encountered some failed cases for
CryoEM maps. To achieve the same we analyzed the output for 5 randomly selected Cryo-EM maps
from the test set, Table[2] The EMDB-20358 structure showed striking improvement of resolution
as was the case with 20365 and 20359. However, for 20360 the score was nearly the same and in
case of 20357 the score reduced. The inability of the model to improve the map in these cases can
be attributed to previously unseen features present in these maps. The model would not be able to
properly featurize these maps and as a result it was not able to perform very well. It is possible to
improve the model’s generalizablity by training on a much larger dataset which would enable the
model to learn to featurize even more aspects of the electron density maps.

Table 2: EMRinger Score for Cryo-EM Maps

EMDB-ID Ground Truth  Our Prediction

20357 7.048 5.817
20358 4.378 9.198
20359 6.587 7.966
20360 7.181 7.125
20365 7.362 9.198

Similar to evaluation of XRD maps, we also investigated distribution of the electron density values
in the map of EMDB-20358 and the effect of 3D U-Net on distribution of electron density values,
Fig.[d] Here we observed that the electron density values were distributed over a larger area (yellow),



Fig.[da. This dispersed distribution is indicative of a structure with lower resolution and matches the
distribution observed in case of noise added XRD map used for training of model, Fig.Ba. This visual
representation allowed us to ensure that the data preprocessing pipeline we have developed is capable
of accurately mimicking the features of Cryo EM maps in XRD electron density distributions. This
Cryo EM map was then passed through the 3D U-Net, and the model was able to successfully reduce
the dispersion of the electron density values and limit it to specific regions. Here again we observed
that the electron density distribution in case of model output, Fig.[da, was closely resembling the
distribution observed in case of XRD, Fig. Ek These observations allowed us to conclude that the
model is able to take in a Cryo EM electron density map and sharpen the distribution of electron
densities by making use of the features it learnt from high resolution XRD maps.
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Figure 4: Electron density map slices EMDB-20358: (a) Low-resolution input to the 3D U-Net model
(4.378). (b) Predicted high-resolution electron density maps (9.198).

5 Conclusion

In this work we present, a 3D U-Net inspired deep learning model, which is capable of sharpening
the cryo-EM electron density maps. We also propose a novel data-preprocessing pipeline to augment
the XRD electron density maps to mimic the cryo-EM maps, thereby greatly extending size of the
training dataset. By training on this extended dataset we were able to obtain a model that was able
to successfully sharpen the electron density maps in case of both XRD and cryo-EM maps. Future
work to improve this model would be aimed at enhancing the generalizability of the model to a more
diverse set of cryo-EM maps. This model is not limited by the requirement of the atomic model of
proteins and offers advantage of being applicable to novel proteins, which existing deep learning
based approaches fail to do. To evaluate the model performance we have used both quantitative
(EMRinger) and qualitative (visualization of map slice) approaches. These approaches have enabled
us to present evidence that our model is able to sharpen the cryo-EM maps.
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